
Dictionary learning for compressed sensing reconstruction in ultrasound imaging

Compressed sensing (CS) introduces a signal acquisition framework that goes beyond the
traditional Nyquist sampling paradigm. Under strict conditions on the measurement process
and structural assumptions on signals under scrutiny, CS demonstrates that signals can be ac-
quired using a small number of linear measurements and then recovered by solving a non-linear
optimization problem.

In order to achieve a perfect recovery, CS relies on the compressibility of the signal under
scrutiny in a given model. The model can be an orthonormal basis (Fourier, Wavelet), a frame (a
concatenation of bases) or an overcomplete dictionary which is learned on the data.

In LTS5, we are using the CS framework in the context of ultrasound (US) imaging. We have
developed a framework which is able to recover high quality ultrasound images with 3 to 5 times
less data than classical approaches. To do so, we exploit the compressibility of the ultrasound
images under a wavelet model.

Recently, it has been proved that overcomplete dictionaries may lead to better reconstruction
of US images than any general model. Indeed, since dictionaries are designed from the data,
they are more specific, thus efficient, than general models.

Objectives: In the project, the student will explore dictionary learning methods for com-
pressed sensing in ultrasound imaging. The student will have to:

• Familiarize with the dictionary learning algorithms (K-SVD), the compressed sensing frame-
work, the LTS5 compressed beamforming algorithm.

• Implement and test a dictionary learning algorithm for ultrasound images.

• Include the dictionary in the current LTS5 framework.

• Compare the results with the current method.

Requirements: Strong knowledge of signal processing, image processing, convex optimiza-
tion is a plus. Skills in MATLAB or Python.
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